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ABSTRACT

The mission of the US Department of Energy’s Nuclear Energy Advanced Modeling and Simulation
(NEAMS) program is to develop, apply, deploy, and support state-of-the-art predictive modeling and
simulation tools for the design and analysis of current and future nuclear energy systems. This is
accomplished by using computing architectures that range from laptops to leadership-class facilities. The
NEAMS Workbench is a new initiative that will facilitate the transition from conventional tools to high-
fidelity tools by providing a common user interface for model creation, review, execution, output review,
and visualization for integrated codes. The Workbench can use common user input, including
engineering-scale specifications that are expanded into application-specific input requirements through
the use of customizable templates. The templating process can enable multifidelity analysis of a system
from a common set of input data. Additionally, the common user input processor can provide an enhanced
alternative application input that provides additional conveniences compared with native input, especially
for legacy codes. Expansion of the integrated codes and application templates available in the Workbench
will broaden the NEAMS user community and will facilitate system analysis and design. Current and
planned capabilities of the NEAMS Workbench are detailed herein.

1. INTRODUCTION

The mission of the US Department of Energy’s (DOE’s) Nuclear Energy Advanced Modeling and
Simulation (NEAMS) program is to develop, apply, deploy, and support state-of-the-art predictive
modeling and simulation tools for the design and analysis of current and future nuclear energy systems.
This mission is accomplished by using computing architectures ranging from laptops to leadership-class
facilities. The tools in the NEAMS Toolkit will enable transformative scientific discovery and insights
otherwise not attainable or affordable and will accelerate the solutions to existing problems, as well as the
deployment of new designs for current and advanced reactors. These tools will be applied to solve
problems identified as significant by industry; consequently, they will expand the validation, application,
and long-term utility of these advanced tools.

The NEAMS Toolkit provides advanced tools, such as (1) the BISON and MARMOT fuel performance
tools based on the Multiphysics Object-Oriented Simulation Environment (MOOSE) [1],[2] (2) the
NEKS5000 computational fluid dynamics code [3] and (3) the Virtual Environment for Reactor Analysis
(VERA) [4] for light water reactor analysis. However, these advanced tools often require large
computational resources, may be difficult to install, and require expert knowledge to operate, causing
many analysts to continue to use traditional tools instead of exploring high-fidelity simulations.

The NEAMS program is responding to the needs of the design and analysis communities by integrating
robust multiphysics capabilities and current production tools in an easy-to-use common analysis
environment. This effort will enable end users to apply high-fidelity simulations to inform lower-order
models used for advanced nuclear system design, analysis, and reactor licensing.

The NEAMS Workbench is an initiative that will facilitate the transition from conventional tools to high-
fidelity tools by providing a common user interface for model creation, review, execution, output review,
and visualization for integrated codes [5]. The Workbench can provide a common user input, including
engineering-scale specifications that are expanded into code-specific input requirements through the use
of customizable templates. The templating process can enable multifidelity analysis of a system from a
common set of input data. Expansion of the codes and application templates available in the Workbench
will broaden the NEAMS user community and will facilitate system analysis and design. Users of the
Workbench will still need to license and install the appropriate computational tools, but the Workbench



will provide a more consistent user experience and will ease the transition from one tool to the next. This
report incorporates details from previous years [6,7] and includes progress made in FY 2020.



2. MULTIFIDELITY PHYSICS

The NEAMS Workbench will enable analysts to choose from a variety of tools integrated from many
projects and code teams. Current production tools with advanced components supported by the NEAMS
program such as those from the Advanced Reactor Technology (ART) Argonne Reactor Computation
suite (ARC) [8], the Oak Ridge National Laboratory SCALE Code System [9], and Los Alamos National
Laboratory (LANL) Monte Carlo N-Particle (MCNP) [10]. The goal of the NEAMS Workbench is to
make it possible to use the same fundamental engineering input data to create code-specific input models
for each tool. This helps enable analysts to learn more about specific phenomena by performing reference
high-fidelity analyses. This will confirm approximations or assumptions in fast-running lower order
design calculations.

Multiphysics capabilities provided by tools such as MOOSE will continue to provide fully coupled
solutions under the Workbench. The Workbench also provides for traditional single physics codes that
form a multiphysics suite with loose coupling through manipulation of the output of one code to serve as
input for the next. Translation tools are being actively discussed and designed and will be developed and
integrated into a workflow manager to extract and format the needed data in a manner that does not
require intrusive changes to the physics codes themselves.

Integrated user interface Analysis workflow
and input management

NEAMS Workbench

Existing production tools High-fidelity tools

Figure 1. Tool integration in the NEAMS Workbench for reactor analysis.



3. USER INTERFACE

To enable users to easily transition from one tool to another, an intuitive user interface is needed. Such an
interface will guide new or infrequent users on the proper use of a tool without impeding experienced
users in rapidly generating or modifying inputs. Visualization of input geometry and data files is desired,
and the user interface should also provide easy access to computed results in text, tabular, and graphical
forms. All integrated codes should be presented with a similar look and feel, and the ability to compare
results from multiple analyses should be available.

The rapid development and deployment of the NEAMS Workbench was enabled by leveraging the
Fulcrum user interface [11], which was developed over several years and was included in the 2016 release
of SCALE 6.2 [12]. Fulcrum introduced several new concepts as an integrated user interface for nuclear
analysis. It builds on decades of experience from thousands of users, and it replaced eight user interfaces
from the 2011 release of SCALE 6.1. Fulcrum is a cross-platform graphical user interface (GUI) designed
to create, edit, validate, and visualize input, output, and data files. It directly connects the user with the
text form of the input file while providing inline features to assist with building the correct inputs.
Fulcrum provides input editing and navigation, interactive geometry visualization, job execution, overlay
of mesh results within a geometry view, and plotting of data from file formats. An error checker
interactively identifies input errors such as data entry omissions or duplications for all supported codes.
The input validation engine identifies allowed data ranges and interdependencies in the input and then
reports inconsistencies to the user. The layout of panels in Fulcrum is highly configurable to
accommodate the preferences of users, as shown in Figure 2.
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Figure 2. The NEAMS Workbench leverages the Fulcrum user interface from SCALE.
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The configuration files that define how each code input is structured, the requirements and
interdependencies of each input block, and the types and content of the dialog boxes available for input
assistance are all provided in text files that can be created and edited by any Workbench user. In this way,
the members of any team can integrate their tools into the Workbench, whether they are widely available
production tools, custom-developed analysis tools in a proprietary environment, or university-led
prototypes for the exploration of new algorithms. Custom-developed configuration files can be
contributed back to Workbench developers to be considered for inclusion in the production version. An
example of the interactive input error detection is shown for a SCALE input in Figure 3, where a user
inadvertently typed u02 (u-zero-2) instead of uo2 to specify uranium dioxide as a material. The first
error at the bottom of the screen demonstrates how Fulcrum compares the current input against the list of
allowed values in this context and recommends alternatives to assist the user. A second error is shown
where the user was specifying the uranium enrichment for this material. Here an input rule is applied
stipulating that the weight percentages must sum to 100%. In this case, the user inadvertently entered a
total of 101%, and Fulcrum identified that error, as well.

Leveraging the configuration files for each code supported by the Workbench, the Fulcrum user interface
provides context-aware assistance in auto-completing the input; this can be useful when learning the
intricacies of a new code or when transitioning between many codes, as is the intent of the Workbench.
An example from SCALE is shown in Figure 4. In the screen shown in the left image, the user inserts the
cursor at the desired location in the input and presses the key combination of ctrl-space. Fulcrum lists all
available options in this context, providing geometric shapes in this example. Selecting a configurable
option launches an additional interactive dialog, shown on the right, to provide additional assistance in
populating this portion of the input.

The Fulcrum interface currently supports visualization capabilities from SCALE for geometry, with
results overlaid as shown in Figure 5. Plotting capabilities are available for nuclear data and covariance
data plotting, as well as a variety of computed quantities using line plots, histograms, bar charts, and
surface plots, as shown in Figure 6. The NEAMS Workbench is a natural evolution of the Fulcrum user
interface. The visualization capabilities of Fulcrum have been expanded beyond those required by
SCALE, especially to support analysis with NEAMS finite element codes, by integrating visualization
capabilities from Vislt [13]. The integration of the ParaView [14] visualization tool is in testing.
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4. INPUT CONFIRMATION AND ANALYSIS TEMPLATES

The use of multiple tools within the NEAMS Workbench is facilitated through the automatic
confirmation of the input format or syntax, allowed values, and completeness, as well as through
templates that provide for a common definition of a system that can be expanded and run with multiple
tools. The combination of the input syntax, schema, templates, and syntax highlighting is called the
“application grammar.” The grammar is a fundamental integration point between the application and the
NEAMS Workbench.

The Workbench Analysis Sequence Processor (WASP) [15] package is an open source C++ library and
toolset for streamlining the syntactic and semantic analysis of ASCII-formatted inputs. WASP includes
lexers, parsers, and interpreters to provide input processing of integrated applications. WASP uses a
parse-tree data structure to facilitate input data retrieval and validation. The Language Server

Protocol [16], an open standard for integrated development environments, was introduced in 2019. WASP
provides the Workbench with the ability to process common input and data formats. WASP also provides
input analysis and templating capabilities through the Hierarchical Input Validation Engine (HIVE) and
the Hierarchical Input Template Expansion Engine (HALITE).

4.1 HIERARCHICAL INPUT VALIDATION ENGINE

With HIVE, a combination of rules is used to describe valid input and to interactively provide users with
feedback on the validity of their input. The rules are implemented in an input schema for each supported
code. Given an input schema and an input parse-tree from WASP, HIVE will conduct simple type, value,
and occurrence checks, as well as complex relational checks. As integrated in the Workbench, HIVE
provides immediate feedback to the user in the Validation panel, as previously shown in Figure 3. The
HIVE schema files can be stored inside the Workbench application in text format, so they can be
supplemented or customized by expert users if desired. Additionally, if the integrated application or the
application’s runtime wrapper can generate the HIVE schema, the Workbench will cache these files for
future examination and use. The runtime layer is discussed in Section 6.

The input validation rules of HIVE can be reviewed on the WASP project site at
https://code.ornl.gov/neams-workbench/wasp/-/blob/master/wasphive/README.md. These rules
facilitate all input validation tasks except for higher-order validation tasks such as comparing input data
with data from a related binary file or validating constructive solid geometry relationships for undefined
or double-defined regions. At this time, the validation engine cannot handle recursion (e.g., validation of
mathematical expression with parenthetical order of operation).

4.2 HIERARCHICAL INPUT TEMPLATE EXPANSION ENGINE

HALITE couples flat or hierarchical data with application-specific input templates to facilitate
Workbench input auto-completion and future workflow tasks. This provides Workbench with the
capability to create application-specific input using application-agnostic data. HALITE provides common
attribute and expression substitution, as well as the unique capability to drive input expansion via a single
hierarchical data set. This is the same data-driven workflow construct that has been successfully
demonstrated in the Used Nuclear Fuel—Storage, Transportation & Disposal Analysis Resource and Data
System (UNF-ST&DARDS) [17,18].

HALITE has the following templating features (available in more detail at https://code.ornl.gov/neams-
workbench/wasp/-/blob/master/wasphalite/README.md):




Scalar and iterative attribute and mathematical expression substitution enables traditional and complex
data insertion.

Substitution formatting enables rigid fixed-width input formats, where needed.
Conditional template blocks enable inclusion or exclusion of template sections using some condition.
File input enables reuse of a common sub-template.

Parameterized file input enables advanced reuse of a sub-template with explicit loop or implicit array
element iterative repetition or specific data sets.

A sketch of the HALITE workflow to expand a common problem definition in terms of engineering
parameters such as dimensions, compositions, and so on, into code-specific inputs is show in Figure 7.

Engineering-style
problem-specific input
(type of system, materials, Input for
dimensions, time steps, etc.) Code A

Input for

Template engine Code B

expansion

Database of supported
system configurations
Known systems and customizable Input for
features Code C
Input requirements and options for
each code
Code-and problem-specific information
(mesh geometry, etc.)

Figure 7. Sketch of HALITE template expansion to provide input for multiple codes
from the same problem definition.



5. VISUALIZATION TOOLS

The interpretation of input data, geometry models, and output results is enabled through the integration of
multiple data visualization tools. The Vislt tool is embedded in the NEAMS Workbench for visualization
of 2D and 3D mesh geometry and results. Customized 2D plotting is enabled for any application using the
native plotting package inherited from Fulcrum. It has been extended with a customizable file processor
interface that enables plotting data embedded in text files. In addition to Vislt and extendable processor
data visualization, Workbench supports visualization of several notable data formats inherited from
Fulcrum, including the covariance and ORIGEN data, as depicted in Figure 8.
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Figure 8. General 2D data visualization in the NEAMS Workbench.

5.1 VISIT VISUALIZATION TOOLKIT

Vislt is a powerful distributed, parallel visualization and graphical analysis tool developed for analysis of
mesh data from high-performance computing. In the NEAMS Workbench, Vislt is composed of three

parts:

1. The Vislt GUI, which will load as an embedded application in its own dockable panel. The native
Vislt controls are accessible from the embedded Vislt GUI widget.

2. The Vislt canvas, which is a tab within the NEAMS Workbench workspace layout.

3. Vislt visualization, which requires a Vislt canvas. A new Vislt visualization will automatically
create a new Vislt canvas for visualization and graphical analysis of the mesh data.

The integration of Vislt provides an important extension of the previous Fulcrum visualization

capabilities that did not allow for plotting of common 2D and 3D mesh formats such as Exodus, VTK,
and the additional formats and features available in Vislt. Figure 9 depicts Vislt embedded in the NEAMS
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Workbench with a flexible window layout and visualization of several different formats produced by
integrated applications.
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Figure 9. Vislt visualization embedded in the NEAMS Workbench.

An equivalent visualization and analysis capability will be available via the Kitware ParaView tool.
Figure 10 illustrates the unreleased Paraview integration that is currently in testing.
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Figure 10. Unreleased Kitware ParaView integration in the NEAMS Workbench.
5.2 EXTENDABLE PLOTTING

Because the NEAMS Workbench is intended to support a broad range of codes, any of which may have
its own binary or ASCII data formats, an extendable data processor plotting capability was developed to
enable the Workbench to extract data using arbitrary processing logic and create plots such as those
shown in Figure 9. Any developer or user can create a Workbench processor file that will extract data
from a file to create a NEAMS Workbench data plot. The processor file is interpreted at runtime, allowing
the user to extend the NEAMS Workbench plotting capabilities for local installation. The processor file
can be shared with colleagues, further enabling collaboration.

The Workbench processor files consist of three components: (1) processor hierarchy, (2) processor
filtering, and (3) processor logic. Because numerous processor files could be associated with different
types of analysis, an optional hierarchy feature is available to allow the user to dictate the organization of
the processors in the Workbench user interface. This hierarchy allows many processors to be binned into
fewer logical groups. In addition to processor organization via hierarchy, the extensions and

“filter pattern” features allow the user to limit the files for which the processor is enabled according to
the given file extensions and/or the specified “filter_pattern.” The ability to limit when the processor is
enabled ensures that the NEAMS Workbench is streamlined for the data under inspection. The processor
consists of plot series information and data extraction logic. The data extraction logic uses any command
line utility to extract data into spreadsheet format. The Grep, Awk, and Python programs are most
commonly used and are available across all supported platforms. The data extraction logic can create
multiple series, one per spreadsheet. The plot series can reference the data using a familiar, Excel-like
cell-reference mechanism that allows for capturing the keys, values, and uncertainties (low, high). Line
style, axis labels, and scale can all be specified. In addition to 2D line, step, and scatter graphs, bar charts
and color map plotting are also available. Figure 11 depicts application output plotting enabled by
Workbench processors for several integrated applications.

12



5.3

ece = NEAMS Workbench
File Edt View Run Help
Resd Save Saveas Cosewb Pint | Cut Copy Pasie | Undo Redo | Fnd
|__osamcsvresus [ | fcokecis/PYARCHopotestidatalbenchark UAMSFRImax3600.Fiux Spocirumsst I | € foolectsDakota_ PYARC working/dakota_ua.pyarc Paral comrlaton matrix boween input and ot st I
Table Table Table
SAM CSV Results Flux Spectrum Partial correlation matrix between input and output
42101 duct_thick 09
800000
g ssov gap. thick 06
450000 H ‘
y § aton bdc_dens
03
3 € 2410 a height CR
S 150000 /\/ § 0
- — . — g |a10m £ height_fuel
e é
0 — 3 03
& 12190 fuel_dens
§ 06
-150000 3 siom hto_dens h
~300000 0 : na_dens 09
40005 4008 40965 4905 40035 4992 49905 T 700 7000 10000 700000 10¢ 07 ket ppd ] ot s svn
Time Energy [eV] Outputs
o - o mn | L [ gsonscmse
[ Pot T [ Pot IR [ Pot IR
Simple correlation matrix (allinputs and outputs) MOOSE CSV Results ISOTXS Cross Sectons

Inputs/Outputs

s | B

=i=1
fuel temp pitch height kel ppd  pf  pif
Inputs/Outputs

1107 2107 3107 4107 5107 6107 7107
Time

3

100 7000
Energy [eV]

10000

100000

Figure 11. Extendable Workbench processor plotting.

GEOMETRY VIEWER

Several of the integrated applications have geometry input that is describable with combinations of

primitive geometry. The NEAMS Workbench has a flexible geometry engine that is also used in the Shift
Monte Carlo radiation transport code [19]. The SCALE and ARC geometry descriptions are supported in
the NEAMS Workbench geometry viewer (Figure 12).
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6. RUNTIME ENVIRONMENT

A goal of the NEAMS Workbench is to facilitate a transition from conventional tools to high-fidelity
tools. Codes have many different means of launching a calculation, and some have multiple means. A
generic runtime environment interface was created to broker application grammar interpretation, input
execution, and output, and to provide a consistent interface through which the user and the NEAMS
Workbench can interact with each tool in all necessary modes of operation (e.g., serial, parallel, and
scheduled execution).

Tools with no runtime environments require the user to manually conduct all steps associated with
running them. For example, the user might be required to copy the problem input file into a specific
location with a specific file name, such as input, and then invoke the application, thus producing
temporary scratch files and output file(s). If multiple simultaneous calculations are desired, then many
complications follow that will likely lead to failed or erroneous results. Other codes are distributed with
sophisticated job management capabilities designed for use in quality-assured licensing calculations that
should not be disrupted.

Therefore, the NEAMS Workbench enables the integration of customized runtime environments for each
integrated tool. A runtime script provides the setup, execution, or finalization logic needed to fulfill the
runtime interface. The setup logic might create a working directory, TMPDIR, and then copy the
problem.inp into the TMPDIR as TMPDIR/input. The execution might invoke the application executable,
passing application messages back to the calling application (e.g., command console, Workbench). The
finalized logic might (1) combine the output files located in TMPDIR into a logical order, (2) copy the
output back into problem.out, residing next to problem.inp, and (3) delete the TMPDIR to clean up after
itself. Once integrated by a developer or expert users, runtime scripts are accessible through a dropdown
menu in the Workbench. The scripts are written in Python and stored in the runtime environment (7ze)
directory inside the Workbench, so they can be customized and supplemented as tools and use scenarios
evolve.

A Workbench runtime script can be developed to allow consistent invocation for any specific application
logic, and it may provide great convenience relative to the application’s typical command-line interface.
The runtime’s grammar interface enables the NEAMS Workbench to allow the user to automatically
retrieve an application’s grammar information. This capability allows users to switch between different
versions of integrated applications (e.g., Dakota 6.5, 6.10), and it allows developers to update their
applications and have the NEAMS Workbench provide the version-specific input parameters and checks.
A special runtime—setup_remote—is available for remote application configuration and job submission.
The setup_remote runtime generates a remote application runtime. This has been tested with portable
batch system (PBS) -type scheduling and is intended to be compatible with other popular schedulers (e.g.,
SLURM). As the runtime environment matures and additional features like workflow management are
added for the base class, all incorporated runtimes will benefit. The NEAMS Workbench runtime
environment allows all integrated codes to have jobs launched both locally from the user’s desktop or
laptop, and remotely, as shown in Figure 13. The remote job launch can be against a single Linux box
(i.e., a machine with no scheduler but with available cores) or an industrial cluster with a scheduler. This
highlights the ability for Windows users to conduct job creation, launch, and analysis tasks from a
familiar environment while using a code that is not available in the Windows operating system.

15



Figure 13. NEAMS Workbench OS-independent remote job launch on Linux compute resource.
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7. CODE INTEGRATION

To facilitate the use of NEAMS-developed codes and many other commonly used production capabilities,
a wide range of tools from many teams have been integrated and are available in the latest release of the
NEAMS Workbench.

7.1 METHOD OF INTEGRATION

Integration of a new code is enabled by first ensuring that WASP can process its input format. For
modern tools that use common input structures, this first step is fairly simple. For legacy codes that use
custom-developed unstructured input formats, new custom features in WASP must be developed or the
legacy input can be “black-boxed” [20] behind one of the existing formats or a newly developed input
format available in WASP. Black boxing the input format can be a great strategy as it can consolidate
application data and steer the user toward the application’s best practices. However, it has the downside
of normalizing the users’ level of experience and existing inputs for which the economics must be
considered.

Once the input can be read into the Workbench in a hierarchical format, the input schema files are
developed or generated, to support various blocks of input, confine input to allowed values, and manage
interdependencies among multiple input parameters. Next, a runtime environment is developed that
includes routines to properly manage the application grammar, arrange the input files and executables,
and retrieve the output data. HALITE templates are developed and added to the Workbench configuration
to provide auto-completion of all or part of an application’s input. At any time, a software developer or
end user can customize or supplement the HIVE schema files or HALITE templates for codes with input
formats supported by WASP. The list of codes integrated for the latest NEAMS Workbench release are
detailed below.

7.2 MOOSE APPLICATIONS

The MOOSE framework provides the foundation for many NEAMS-developed tools, most visibly the
BISON fuels performance code. Initial efforts for the NEAMS Workbench focused on convenient
coupling between the MOOSE framework and the NEAMS Workbench [21]. With its modern software
design, MOOSE includes a common input format and a common input processor for MOOSE-based
applications. WASP was updated to support the MOOSE input format as one of its known input styles,
and MOOSE was updated to generate an input schema file for any MOOSE application. Running a
MOOSE application with the command line argument -—definitions will generate a HIVE-
formatted input schema file representing the current input features of the MOOSE application. This
schema is managed by the application’s Workbench runtime. A generic MOOSE runtime is provided with
the NEAMS Workbench. A custom runtime environment must be developed for each MOOSE
application only if the command line arguments are not already available in the MOOSE Workbench
generic runtime. The existing integration supports all applications, but only the BISON fuel performance,
system analysis module (SAM) [22], GRIFFIN reactor multiphysics application [23], and Mole finite
element species transport code [24] have been tested. After running a MOOSE application calculation, the
output file can be viewed; and the mesh data files can be visualized with the embedded Vislt tool, as
illustrated in Figure 14 for a BISON fuel performance calculation and Figure 15 for a SAM calculation.
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Figure 15. SAM integration in the NEAMS Workbench.
7.3 ARGONNE REACTOR COMPUTATION SUITE

The traditional ARC suite for fast reactor analysis has been integrated into the NEAMS Workbench at the
request of the ART team members who routinely use these tools. In this work, a new common input was
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developed using the Standard Object Notation input format developed for SCALE 6.2 and was revised in
WASP. This common input is used to run calculations with MC2-3, DIF3D, REBUS, and PERSENT for
integrated, problem-dependent, cross section preparation; core analysis; depletion; and
sensitivity/uncertainty analysis. Before the common input was developed, each of these calculations
required a separate input file; and many of the input formats were so difficult to use that a specialized
script was often required to generate them. With the ARC/Workbench integration creating the PyARC
[25] workflow manager, users can easily create engineering-style input, have the Workbench generate the
input for the codes, launch the calculations using a customized runtime environment, and visualize the
results with the embedded Workbench processor files and Vislt tool. An integrated ARC/Workbench
input and associated workflow are shown in Figure 16. An example ARC calculation in the NEAMS
Workbench is shown in Figure 17. Users who access the ARC codes through the Workbench will have
easier access to the advanced codes of NEAMS, which will be able to leverage common input parameters
in the future [26].
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Figure 16. ARC/Workbench integration and associated workflow manager.
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Figure 17. ARC neutronics fast reactor integration in the NEAMS Workbench.
7.4 DAKOTA UNCERTAINTY QUANTIFICATION AND OPTIMIZATION

The Dakota suite of iterative mathematical and statistical methods has been integrated into the NEAMS
Workbench [27]. The suite is from Sandia National Laboratories, and the methods interface with many
computational models. A new definition-driven input interpreter was developed and added to WASP to
support the Dakota input format, and many updates were implemented in the native Dakota schema file,
dakota.xml, to provide for improved consistency in the Dakota input. A Python translation script
translates the dakota.xml into a Workbench schema file. A customized runtime environment and plotting
capabilities allow the user to conveniently run and visualize extracted data from the output file. An
example calculation of Dakota conducting uncertainty quantification with the MOOSE BISON fuel
performance application in the NEAMS Workbench is shown in Figure 18. A demonstration of the
coupling between Dakota and the ARC suite of codes in the NEAMS Workbench, is shown in Figure 19
[28]. This integration and associated workflow enhancements have enabled users to perform various
reactor optimization and sensitivity/uncertainty analyses [29,30].
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Figure 18. Dakota integration running MOOSE BISON in the NEAMS Workbench.
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Figure 19. Dakota integration running ARC neutronics fast reactor tools in the NEAMS Workbench.
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7.5 SCALE CODE SYSTEM

Because the NEAMS Workbench is an evolution of the Fulcrum user interface from the SCALE code
system, it supports the verified and validated design and licensing tools used for criticality safety, reactor
physics, radiation shielding, radioactive source-term characterization, and sensitivity/uncertainty analysis
for a full range of systems—Iight-water reactors (LWRs), advanced reactors, and research/test reactors.
Examples of SCALE integration are shown in Figure 3 through Figure 6 and in Figure 20.
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Figure 20. SCALE code system in the NEAMS Workbench.
7.6 MCNP PARTICLE TRANSPORT

A second integration iteration of MCNP into the NEAMS Workbench has been completed in
collaboration with Rensselaer Polytechnic Institute (RPI) [31] and provides improved input verification
and autocompletion via an XText-generated language server [32]. In addition to input processing,
autocompletion, and verification, the NEAMS Workbench supports MCNP job execution on local and
remote resources. Geometry cannot be visualized at this stage. Figure 21 illustrates this initial integration,
which is included with the NEAMS Workbench download bundle.
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Figure 21. MCNP input processing, auto-completion, and verification integrated
into the NEAMS Workbench.

7.7 Nek5000 COMPUTATIONAL FLUID DYNAMICS

The Nek5000 v17 computational fluid dynamics (CFD) code provides high-order methods to solve CFD
problems. It is designed to scale from laptops to supercomputers. The user workflow for Nek5000 can be
quite involved, requiring the user to manage four session files and conduct several preprocessing steps,
including compilation of the Nek5000 executable itself. Once the preprocessor steps are complete, the
Nek5000 session can be executed. Conducting post-processing involves an additional step of generating
the Nek5000 output for visualization by Vislt. Figure 22 depicts the workflow.
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Figure 22. Typical Nek5000 workflow.

The NEAMS Workbench integration streamlines this workflow with the introduction of the Nek5000
Workbench runtime [33]. The WASP package required a minor update to support the Nek5000 PAR input
format to support Nek5000 PAR input parsing. An input schema was developed to enable input checks
and auto-completion. The input was supplemented with a runtime block containing parameters that allow
the user to control the Nek5000 runtime’s preprocessing and postprocessing steps. Figure 23 depicts
Nek5000 input and auto-completion and Vislt mesh and results visualization in the NEAMS Workbench.
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Figure 23. Nek5000 CFD integrated in the NEAMS Workbench.

Although the Nek5000 Workbench runtime and input parameters greatly streamline user interaction, the
user is still required to manage four session files, which are prone to error. The Nek5000 for nuclear, or
Nek4Nuc, Workbench runtime was developed to further streamline the Nek5000 workflow and limit
duplicate, error-prone, session file data. Because of the WASP input and templating capabilities, the
Nek4Nuc Workbench runtime was easily able to incorporate the additional user data as additional input
parameters in the Nek5000 PAR format extension PARN. This input extension and the workflow
extension facilitated by the HALITE templates removed the requirement for two session files and the
associated duplicate session data. As depicted by the red box in Figure 24. Nek4Nuc CFD integrated in
the NEAMS Workbench., the Nek4Nuc workflow enables the user to interact with only the essential,
required, Nek5000 user data.

*.parn file *.exo file
nek4nuc.py RTE
A 4
*.usr file SIZE file * par file * exo file
nek5000.py RTE
Nek5000 workflow

Figure 24. Nek4Nuc CFD integrated in the NEAMS Workbench.
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Post-processing of the Nek5000 results was also enhanced by leveraging the processor tools available in
the NEAMS Workbench. Nek4Nuc implements line plot capabilities to extract time-averaged turbulent
quantities of interest for CFD analysis. The line plot values are written to text files with a unique header
format that can be identified by processors when the file is opened in the NEAMS Workbench. Plots can
then be edited and saved in various formats for use later in presentations, reports, and publications.
Examples of plots generated within the NEAMS Workbench using the processors are shown in Figure 25.
Fast Fourier transform (FFT) analysis is also available in Nek4Nuc: once a history file (.his file)
generated by Nek5000 is opened with the NEAMS Workbench, the FFT analysis can be performed by the
integrated FFT processor.
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Figure 25. Line plot capabilities available in Nek4nuc and plotted with the NEAMS Workbench. (a)
Nek4Nuc input file, (b) time-averaged velocity, (c¢) turbulent kinetic energy, and (d) — (f) time-averaged Reynolds
stresses.

7.8 CTF SUBCHANNEL THERMAL-HYDRAULICS

The CTF subchannel thermal-hydraulics code has been developed for LWR analysis and is an important
part of the Virtual Environment for Reactor Applications (VERA) tool [34]. CTF has been integrated via
the SubKit [35] interface, which uses the WASP Definition-Driven Interpreter (DDI) package for input
processing. This facilitates the integration of CTF-SubKit input processing, autocompletion, and
verification in the Workbench. CTF VTK results are integrated via the Vislt visualization toolkit; the
HDF5 output integration is in progress. CTF-SubKit’s integration into Workbench (Figure 26)
streamlines the input creation, job launch, results visualization, and analysis and significantly reduces the
CTF getting-started learning curve.
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Figure 26. CTF Subchannel TH integrated via the SubKit interface into the NEAMS Workbench.

7.9

CTFFUEL LWR FUEL ANALYSIS

CTFFuel is an LWR fuel rod modeling capability contained in CTF. It is extracted into a convenient
interface specifically to fulfill the needs of fuel analysts [36]. The input syntax for CTFFuel is supported
by WASP’s VERA Input Interpreter, making integration of input processing straightforward (Figure 27).
CTFFuel VTK results are available for visualization and analysis through the integrated Vislt
visualization toolkit. The HDF5 output integration is in progress at the time of this writing.
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Figure 27. CTFFuel fuel analysis capability integrated into the NEAMS Workbench.
7.10 VERA

VERA integration is in progress. The remaining tasks involve job launch, VERA-View/Out, and the
advanced VERA-In defaults mechanism. Current support for VERA’s SILO-formatted output and input
processing, autocompletion, and verification are depicted in Figure 28. The current status provides some
useful capabilities in input creation and navigation. However, it does not yet fully enable users in all
capabilities because VERA jobs cannot be launched on local or remote compute resources and full output
integration is lacking. The VERA-In default mechanism provides for file-includes. The file-include
mechanism is supported for files located relative to the input, but it does not support file-includes relative
to the installation of VERA, because VERA has the potential to be a remote installation.
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Figure 28. Preliminary VERA input and results visualization integration in NEAMS Workbench.

7.11 CODE INTEGRATION SUMMARY

Table 1 includes the codes that are integrated for the NEAMS Workbench Beta release, as well as near-
term code integration activities. Under a Nuclear Energy University Program awards, RPI is partnering
with ORNL’s Workbench team, ANL’s PROTEUS team, the LANL MCNP team, and North Carolina

State University to integrate these tools.

Table 1. Code integration for the NEAMS Workbench

Tool Application Status Integration lead
ARC Fast reactor analysis Beta ANL
BISON Fuel performance Beta ORNL/INL
Dakota Uncertainty quantification and model optimization Beta SNL/ORNL
GRIFFIN Reactor multiphysics analysis In progress ~ ORNL/INL/ANL
MOLE Finite element species transport In progress ~ ORNL/INL
MOOSE General purpose multiphysics framework Beta ORNL/INL
NEKS5000  Computational fluid dynamics analysis Beta ORNL
SAM MOOSE tool for single phase systems analysis Beta ORNL/ANL
SCALE Widely used multipurpose neutronics and shielding analysis Beta ORNL
VERA Reactor multiphysics core simulator tools In progress  ORNL
MCNP Widely used Monte Carlo radiation transport code In progress ~ RPI/LANL
PROTEUS Three-dimensional unstructured grid finite element neutron Inprogress  RPI/ANL

transport solver

CTF Subchannel thermal-hydraulics tool Beta NCSU/ORNL
CTFFuel LWR fuel analysis tool Beta NCSU/ORNL

INL = Idaho National Laboratory; SNL = Sandia National Laboratories; NCSU = North Carolina State University.
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8. AVAILABILITY

The NEAMS Workbench Beta version is available to interested users and developers. An open source
licensed precompiled binary distribution is available at https://code.ornl.gov/neams-
workbench/downloads. The user documentation and additional information for operating many
Workbench features and integrating applications are provided under the Help drop-down.

If any questions arise or if any issues occur, please email nwb-help@ornl.gov for support.
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9. CONCLUSIONS

The NEAMS Workbench is an initiative created in response to the needs of the design and analysis
communities. It is intended to enable end users to apply high-fidelity simulations to inform lower-order
models for the design, analysis, and licensing of advanced nuclear systems. In its beta release capacity, it
enables enhanced input editing, validation, and navigation capabilities to assist new users of NEAMS
tools in getting started. In addition, the NEAMS Workbench provides basic job execution via an
extensible runtime environment, convenient output visualization and analysis capability via fast 2D data
plotting, and 2D and 3D mesh analysis and visualization through the integrated Vislt toolkit.

The NEAMS Workbench will facilitate the transition from conventional tools to high-fidelity tools by
providing a common user interface and common user input processing capabilities: flexible input formats,
a hierarchical validation engine, and a template engine. An extensible runtime environment ensures that
computational environments can be considered. Integrated applications and associated system templates
will continue to broaden the NEAMS tools user community and will facilitate system analysis and design.
FY20 activities focused on improvements to remote job launch capabilities, maintenance of integrated
tools and code releases, and support of users and code integrators.

The open source licensed binary release of the NEAMS Workbench user interface and common input

processing capabilities will further enable future collaboration and extensions of the NEAMS Workbench
for proprietary industry application modeling and simulation needs.

31



10. ACKNOWLEDGMENTS

This research was sponsored by the DOE NEAMS program. ANL’s work was supported by DOE under
contract DE-AC02-06CH11357. Additionally, special thanks are in order for the collaborators who made
contributions or provided direction that facilitated application integration. Specifically, thanks to Cody
Permann and Brian Algers for their guidance and assistance with integration of the MOOSE framework
applications; Rui Hu for his guidance and assistance with integration of SAM; Laura Swiler, Brian
Adams, and Elliot Ridgway for their guidance and assistance with integration of Dakota; Nicolas Stauff
for his collaboration and guidance on ANL’s ARC integration and creation of the PyARC coupling
module; Harinarayan Krishnan for his guidance and contributions to Workbench for the Vislt
visualization toolkit integration; Srdjan Simunovic for his assistance with VERA-In; Bob Salko and
Vineet Kumar for collaboration and integration of CTF via the SubKit interface; Bob Salko, Agustin
Abarca, and Maria Avramova for CTFFuel collaboration and integration; Wei Ji, Kurt Dominesey, Peter
Kowal, Mathieu Dupont, Forrest Brown, Matthew Eklund, and Jonathan Eugenio for collaboration and
integration of MCNP; Aaron Graham for collaboration and demonstration of Mole; and Bob O’Bara, T. J.
Corona, Ben Boeckel, and Utkarsh Ayachit for collaboration and contributions to Workbench for the
ParaView visualization toolkit integration. Additional thanks to Kaylee Cunningham for valuable testing
and feedback for MOOSE BISON.

32



10.

11.
12.

13.

14.
15.

16.

17.

18.

11. REFERENCES

D. R. Gaston, C. J. Permann, J. W. Peterson, A. E. Slaughter, D. Andrs, Y. Wang, et al. 2014.
“Physics-based multiscale coupling for full core nuclear reactor simulation.” Ann. Nucl. Energy 84:
45-54.

R. L. Williamson, J. D. Hales, S. R. Novascone, M. R. Tonks, D. R. Gaston, C. J. Permann,
D. Anders, and R. C. Martineau. 2012. “Multidimensional multiphysics simulation of nuclear fuel
behavior.” J. Nucl. Mater. 423: 149-163.

NEKS5000 Version 17.0. 2017. Argonne National Laboratory, Illinois. Available:
https://nek5000.mes.anl.gov.

J.A. Turner et al., The virtual environment for reactor applications (VERA), J. Comput. Phys.
(2016), http://dx.doi.org/10.1016/}.jcp.2016.09.003

B. T. Rearden, R. A. Lefebvre, B. R. Langley, A. B. Thompson, and J. P. Lefebvre. 2018. NEAMS
Workbench 1.0 Beta. ORNL/TM-2018/752. Oak Ridge National Laboratory.

R. A. Lefebvre, et al. 2018. NEAMS Workbench Status and Capabilities. ORNL/TM-2018/992.
Oak Ridge National Laboratory.

R. A. Lefebvre, et al. 2019. NEAMS Workbench Status and Capabilities. ORNL/TM-2019/1314.
Oak Ridge National Laboratory

N. Stauff, T. Kim. 2017. Updated status of the ART neutronic fast reactor tools integration to the
NEAMS Workbench. ANL/NEAMS-18/1. Argonne National Laboratory.

W. A. Wieselquist, R. A. Lefebvre, and M. A. Jessee, eds. 2020. SCALE Code System, ORNL/TM-
2005/39, Version 6.2.4, Oak Ridge National Laboratory.

C.J. Werner, ed. 2017. MCNP Users Manual—Code Version 6.2. LA-UR-17-29981. Los Alamos
National Laboratory.

B. T. Rearden, et. al. 2017. Fulcrum User Interface for SCALE 6.2. Oak Ridge National Laboratory.

B. Rearden et al. “Modernization Enhancements in SCALE 6.2.” In PHYSOR 2014—The Role of
Reactor Physics Toward a Sustainable Future. Kyoto, Japan, September 2014,

Vislt Visualization Tool (2002-2016). Lawrence Livermore National Laboratory.
https://wci.llnl.gov/codes/visit.

Kitware. ParaView (2002-2016). Clifton Park, New York: Kitware, Inc. http://www.paraview.org.

R. A. Lefebvre, B. R. Langley, and J. P. Lefebvre. 2017. Workbench Analysis Sequence Processor.
ORNL/TM-2017/698. Oak Ridge National Laboratory.

Language Server Protocol Specification, [online]. Available at https://microsoft.github.io/language-
server-protocol/specification.

R. A. Lefebvre, J. M. Scaglione, J. L. Peterson, P. Miller, G. Radulescu, K. Banerjee, K. R. Robb,
A. B. Thompson, and J. P. Lefebvre. 2017. “Development of streamlined nuclear safety analysis tool
for spent nuclear fuel applications.” Nucl. Technol. 199(3).

J. M. Scaglione, K. Banerjee, K. R. Robb, and R. A. Lefebvre. The Used Nuclear Fuel Storage,
Transportation, and Disposal Analysis Resource and Data System. In Institute for Nuclear Materials
Management (INMM) 55th Annual Meeting , Atlanta, Georgia, July 2014.

33



19.

20.

21.

22.

23.
24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.
36.

T. M. Pandya, S. R. Johnson, T. M. Evans, et al. 2016. “Implementation, capabilities, and
benchmarking of Shift, a massively parallel Monte Carlo radiation transport code,” Journal of
Computational Physics 308, 239-272.

M. Feathers. 2004. Working Effectively with Legacy Code. Prentice Hall PTR, USA.

R. A. Lefebvre, B. R. Langley, and A. B. Thompson. 2016. M3ms-160r0401086—Report on NEAMS
Workbench Support for MOOSE Applications. Oak Ridge National Laboratory.

H. Rui. 2017. SAM Theory Manual. ANL/NE-17/4. Argonne National Laboratory.
doi:10.2172/1353375.

M. DeHart et al. Griffin User Manual. 2020. INL/EXT-19-54247, Idaho National Laboratory. April.

A. Graham, R. R. Pillai, R. Rishi, B. S. Collins, , and J. W. McMurray. 2020. Engineering Scale
Molten Salt Corrosion and Chemistry Code Development. Oak Ridge National Laboratory.

N.Stauff, N. Gaughan, and T. Kim. 2017. ARC Integration into the NEAMS Workbench. ANL/NE
17/31. Argonne National Laboratory. September.

N. Stauff et al. 2019. Status of the NEAMS and ARC Neutronic Fast Reactor Tools Integration to the
NEAMS Workbench. ANL/NEAMS-19/1. Argonne National Laboratory. September.

L. Swiler, L. et al., 2017. Integration of Dakota into the NEAMS Workbench. Sandia National
Laboratories.

N. E. Stauff, R. A. Lefebvre, L. Swiler, and B. T. Rearden. 2018. “Coupling of DAKOTA with the
ARC suite of codes in the NEAMS Workbench for Uncertainty Quantification.” ANS Summer
meeting, Philadelphia, PA, June 17-21, 2018.

K. Zeng, N. E. Stauff, J. Hou, and T. K. Kim. 2020. “Development of multi-objective core
optimization framework and application to sodium-cooled fast test reactors.” Progress in Nuclear
Energy 120, 103184, https://doi.org/10.1016/j.pnucene.2019.103184

K. Zeng, N. E. Stauff, and J. Hou. “Sensitivity and Uncertainty Analysis of the Advanced Burner
Reactor Core Using NEAMS Workbench.” ANS Winter meeting, 2019.

K. A. Dominesey, M. D. Eklund, P. J. Kowal, and W. Ji. 2018. “Preliminary Integration of MCNP6
and PROTEUS into the NEAMS Workbench.” ANS Summer Meeting, Philadelphia, PA, June 17—
21, 2018.

L. Bettin. 2016. Implementing Domain-Specific Languages with Xtext and Xtend. Second edition.
PACKT. August.

M. O. Delchini, B. R. Langley, R. A. Lefebvre, W. D. Pointer, and R. T. Rearden. 2018. Integration
of the Nek5000 Computational Fluid Dynamics Code to the NEAMS Workbench. ORNL/TM-
2018/961. Oak Ridge National Laboratory.

R. Salko et al. 2019. CTF 4.0 Theory Manual, ORNL/TM-2019/1145, Oak Ridge National
Laboratory

R. Salko. CTF Subkit. Available at https://code.ornl.eov/CTF/SubKit.

T. Aysenur, R. Salko, M. N. Avramova, K. T. Clarno, and D. J. Kropaczek, “A new fuel modeling
capability, CTFFuel, with a case study on the fuel thermal conductivity degradation.” Nuclear
Engineering and Design 341, 248-258. doi: https://doi.org/10.1016/j.nucengdes.2018.11.010

34



